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Abstract: - A comparison between the classification of healthy and Fusarium Moniliforme diseased corn seeds 

through color image analysis and NIR Imaging techniques is presented in the paper. Results from SVM 

classification with selected color feature sets (from GDA, SFFS, Fisher’s discriminant ratio together with 

Scatter matrices) and spectra data analysis including classification of AR models with SVM and threshold 

value classifiers are shown for corresponding seeds from 7 Bulgarian varieties. It can be concluded that total 

error rate varies widely within for classification of spectra data for all varieties (0÷65%), whereas for 

classification of color images it retains close values (0.7÷13.3%) both for pericarp side and for the germ side. 

 

Key-Words: - Corn kernels, Fusarium Moniliforme, Image processing, NIR spectral data, AR models, 

Classification 

 

1 Introduction 
In recent years there has been a continuous increase 

in the food products quality criteria worldwide. This 

requires the search for new methods of objectively 

qualifying, which are as much as possible suitable 

for use in laboratory and industrial environments. 

The general trend is mainly to increase the 

effectiveness of these methods, which is to improve 

the accuracy of the assessments, to reduce the time 

they are being carried out, and, above all, to 

minimize subjectivity in the process of grading. 

Grains and cereal foods are an essential part of our 

food. Of the grain crops in Bulgaria, corn is in the 

second place of cultivation and importance after 

wheat. From 10 to 30% of the annual production of 

corn grains in the world is harmed due to diseases 

caused by development of microorganisms and 

molds. In doing so, the quality of grains that cause 

allergies and toxic reactions in humans and animals 

is impaired.  

The Fusarium Moniliforme disease causes not 

only external but also internal changes in corn 

kernels. The external changes are alterations in the 

shape (underdeveloped, wizened) and colors of the 

corns. Usually diseased corns have grayish-white or 

normal color with spots and coatings with rose-red 

nuance. The internal changes in the Fusarium 

diseased corn kernels are connected with the amount 

and form of moisture in the kernels. 

In addition to external product quality, interest is 

also intrinsic. Since internal defects can not be 

assessed subjectively because they are not visible to 

the naked eye, they require new technological 

solutions and techniques that provide information 

about the internal condition of the products. 

Effective solutions in the assessment of internal 

indicators were obtained by analyzing the spectral 

characteristics of objects formed by a suitable 

spectrophotometer. Monographs [2, 8] and 

numerous review papers [1, 4, 10, 12, 13, 16] were 

published with detailed analysis and results as well 

as extensive information on spectral analysis in the 

visible (VIS) and near infrared in the area of 

agricultural and other food products quality 

assessment. NIR spectroscopy has a good accuracy 

(of over 95%) in classification of different qualities 

of cereal crops [3, 11, 14, 15, 17]. The main 

advantages of presented methods are the non-

destructive analysis of the objects and the ability to 

evaluate their internal state. 

The purpose of this work is to be done 

comparative study on the application of Visible and 

Near Infrared Hyperspectral Imaging to differentiate 

between healthy and diseased corn seeds. For this 

purpose there is need to choose features and 

formulate the criteria for identification of Fusarium 

Moniliforme infected corns seeds through the 

implementation of visible imaging methods on the 

one hand and introduction of the spectral 
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characteristics of diffuse reflection using methods 

based on linear discrete models, and the selection of 

a suitable classification approach on the other hand. 

The influence of the kernel variety on the 

identification accuracy also is taken into account. 

 

 

2 Materials and Methods 
The corn samples used in this study were provided 

and certified by ‘Bulgarian Institute of Corn’ from 

the city of Kneja. Corn samples from individual 

cobs and 7 varieties, including sound kernels and 

diseased with Fusarium Moniliforme were inspected 

in a random order by a human inspector. Seed 

varieties are as follows: Kneja 620, Kneja 613, 

Kneja 446, Kneja 436, Kneja 308(Fig.1.), Ruse 424, 

XM 87/136 and 26А. 

The spectral characteristics of diffuse reflection 

of corn kernels form variety Kneja 308 are shown in 

Fig. 1 also. The characteristics of the other five 

varieties look similar. 

 
Fig. 1. Images and spectral characteristics of 

seeds from variety Kneja 308 

 

 

2.1 Color Image Acquisition and 

Preprocessing 
To obtain color images of seeds was used  image 

acquisition system including CCD color camera and 

a fluorescent ring body – Philips TL-E 22W/54-765 

(with diameter of 30 cm) perpendicular above the 

working scene around the camera in order to 

achieve uniform illumination of the object without 

the appearance of shadows. Fluorescent lighting was 

chosen due to several reasons, including less 

generation of infrared wavelengths that tend to bias 

video camera sensors, mentioned in investigation by 

[11]. The corn kernels were placed on a blue 

horizontal support, to achieve easy to remove 

background, which is generally different from the 

color of both kernels and infection with Fusarium 

Moniliforme. The camera Sony VIDO CC422S with 

a zoom lens of 5-50 mm focal length (F:1.6, Tokina, 

Japan) was placed at a working distance of  26 cm 

and a zoom adjusted to obtain an image with the 

kernel in full screen. For the purposes of 

preliminary analysis, corn kernels are captured by 

two distinct, opposing sides coded on the survey as 

“pericarp side” and a “germ side”. Images are sized 

(352 x 289) pixels with 8 bit encoding for the red 

(R), green (G) and blue (B) components of RGB 

color model and stored in bmp format. 

After capturing of the source image of current 

seed follows procedure that removes background, 

which represents a threshold segmentation of image 

by H (Hue) component of HSV color model. After 

this, current image is called “residual”. For each 

residual image are obtained 17 continuous so-called 

color features according to the following procedure: 

- Calculate R, G and B as the average values 

respectively of R, G and B components for all pixels 

of the residual image of grain; 

- convert image into 5 other color models: Lab, 

XYZ, HSV, YCbCr, xyY. For each model are 

calculated averages of all three components; 

- From each of selected regions of interest (ROIs), 

the following features are generated: R, G, B, H, S, 

V, L, a, b, X, Y, Z, Ycbcr, cb, cr, xm, ym from 6 

color models respectively: RGB, HSV, Lab, Ycbcb, 

XYZ, xyY. All the color features are first-order 

statistics and are derived from the respective values 

of color components for all the pixels of seed image 

ROI; 

- Forming 17-dimensional vector for current 

observation considering the fact that component Y 

is the same in models XYZ and xyY, but not in the 

model YCbCr, Y features of the latest model are 

called Ycbcr in vectors of observation: 

 
T

x R,G,B,L,a,b,X ,Y ,Z ,H ,S,V ,Ycbcr,Cb,Cr,x, y
.  

 

 

2.1.1 NIR Image Acquisition and Preprocessing 

To obtain spectral characteristics, an Ocean Optics 

spectrophotometer is used for measurement in the 

visible and near infrared area. The system for 

obtaining spectral characteristics of diffuse 

reflection of corn seeds includes a portable 

computer, Spectrophotometer USB4000-VIS-NIR, 

range 200 ÷ 1140 nm; light source LS-1, with a 

range of 360 ÷ 2500 nm and a QR200-7-VIS-NIR 

probe for measuring the diffuse reflection from 

subject surface with a range of 200 ÷ 2500 nm.  

The Ocean Optics – Spectra Suite software is used 

to record data from corn kernel measurements, it 

provides the capability to measure the spectral 

characteristics of Intensity, Absorbance, 

WSEAS TRANSACTIONS on ELECTRONICS
Plamen Daskalov, Eleonora Kirilova, 

Violeta Mancheva, Tsvetelina Georgieva

E-ISSN: 2415-1513 73 Volume 10, 2019



Transmission, and Reflection. The resulting 

characteristics are expressed, respectively, by the 

coefficient of intensity characterizing the magnitude 

of the charge of each pixel, i. the number of photons 

per pixel (count / pixel), and the absorption, slip, 

and diffusion coefficients measured in %( max. 

100%). On the basis of the preliminary 

measurements [7] it was found that for obtaining the 

spectral characteristic of each corn seed, it should be 

scanned 10 times (Scans to average = 10), then only 

one being averaged. The Integration Time = 300ms, 

and the number of smoothings is Boxcar width = 15. 

700 spectral characteristics of diffuse reflection 

were taken – 350 of healthy and 350 of diseased 

corn kernels in the range from 456 to 1140.5 nm.  

The spectral characteristic of each kernel was 

obtained for its pericarp side and the germ side, 

pursuant to the methodology described in [7]. These 

characteristics show the dependency of the 

wavelength λ, nm on the intensity of the reflected 

radiation from the seeds 𝑆𝜆, in absolute values.  

The taken spectral characteristics, shown on Fig. 

4 and Fig. 5, are normalized through following 

equation:  

                     

max

i
n S

S
S







   ,                          (1)              

                                                              

where  iS   is value of the intensity of the 

reflected radiation with wavelength 𝜆𝑖,  

 
max

S  is the maximum value of the intensity of the 

reflected radiation for the n-th spectral 

characteristic. 

There are numerous methods for formation of 

training and test sets when there are big databases. 
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Fig. 2. Regulated spectral characteristics of variety 
Kneja 308 of corn kernels for pericarp side 
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Fig. 3. Regulated spectral characteristics of variety 

Kneja 308 of corn kernels for germ side 

 

In one of the approaches for selection of 

representative objects, the objects are selected so 

that they are uniformly distributed over the output 

database. A well-known representative approach is 

the Kennard and Stone Algorithm. When using it, 

the desired number of objects to be selected from 

the output ones is given [6]. The obtained spectral 

characteristics are distributed into two sets. The 

training set includes 30 spectra of healthy and 30 

spectra of diseased corn kernels of one variety or 

totally 210 spectra of healthy and 210 spectra of 

diseased kernels for all the seven varieties. The test 

set includes 20 spectra of healthy and 20 spectra of 

diseased corn kernels of one variety or totally 140 

spectra of healthy and 140 spectra of diseased 

kernels for the seven varieties. 

 

 

3 Classification results and discussion 
To evaluate the performance of classification 

procedures Total error rate 𝑒0 was used as criterion: 

  

          
0 .100, %

FP FN
e

TP TN FP FN




  
          (2) 

 

where TP, TN, FP and FN are number of true –

positives, true-negatives, false-positives and false-

negatives, respectively.  

 

 

3.1 Classification by image analysis 
The first goal, namely, to select those color 

features that are independent of one another within 

each class and rich in discriminatory information 

with respect to the classification problem at hand is 

achieved in our previous researches [5]. Feature 

subset selection by General Discriminant Analysis 

(GDA) (Sequential Forward floating selection 
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(SFFS), Fisher’s discriminant ratio together with 

Scatter matrices - J3 criterion were tried out. The 

implementation of procedures was carried out in 

MATLAB environment. Procedures for determining 

the relevant sets of features for all varieties were 

met when setting the two values for the maximum 

number of features, respectively 7 in method Scalar 

Feature Ranking (SFR) and 3 in the method Best 

feature combination (BFC). Table 1 show results for 

all of the used feature selection methods including 

all data sets and varieties.  

Support Vector Machine classification- SVM 

method was used. It makes use of the so-called 

kernel. The most commonly used kernels are linear 

kernels, polynomial kernels, and radial basis 

functions. First, the average test data set 

classification accuracy obtained from a single SVM 

was estimated. The implementation of the method 

was made for radial basis function (RBF) with a 

width σ and regularization constant C. 

      The optimal values of the regularization 

constant C and the kernel width have been selected 

experimentally. To select the values, a “qualified 

guess” was made from several experiments, first.    

Then, several loops were run to refine the values 

by keeping one parameter fixed and adjusting the 

other one, interchangeably. The selected feature sets 

were applied to single SVMs. 

The classification procedure has to assign the 

samples in two classes (healthy and infected seeds); 

software package STATISTICA 8 (StatSoft) is used 

for implementing the classifiers. The training 

sample comprises 75% of the overall sample and V-

fold cross validation (V = 10) is applied. The 

parameters of the classifiers gamma and C are 

experimentally chosen in fixed ranges during 

training phase, respectively for C = 1÷10 (minimum 

- 1, maximum - 10, with the increment unit), and for 

gamma - in the range of 0.091 to 0.333. 

Different sets of features received by three 

different feature subset selection methods has been 

tested with SVM classifier. Table 1 presents the 

total error rate values for all the varieties and sets 

“pericarp side“, and “germ side”. Total error rate 

varies in the range of 0.7÷13.3% both for pericarp 

side and for the germ side. The SVM classifier using 

features derived through the Scalar Feature Ranking 

method is resulting in the best classification 

accuracy with range of total error rate of 0.9-12.2 %. 

 

Table 1. Classifier performance – Total error rate results using SVM classifier and color features 

Seed 

Variety  

Side of 

capturing 

Total error rate 0e
 , %  

17color 

features 

Features from 

GDA 

Features from Scalar 

Feature Ranking 

Features from 

Best feature 

combination 

Kneja 

308 

pericarp 3.11 G,H,S,V,L,a,b,X,Ycbcr,cb,cr,xm,ym 3.11 B,S,b,Z,cb,xm,ym 3.11 B,S,Z 3.56 

germ 4 G,H,S,V,L,a,b,X,Ycbcr,cb,cr,xm,ym 4 B,S,b, Z,cb,xm,ym 3.11 B,S,Z 7.11 

Kneja 

436 

pericarp 4.44 
B,H,S,V,L,a,b,Y, 

Ycbcr,cb,cr,xm,ym 
4.44 B,S,b,cb,cr,xmym 4.44 B,b,cb 4.89 

germ 3.56 
B,H,S,V,L,a,b,Y, 

Ycbcr,cb,cr,xm,ym 
3.56 B,S,b,Z,cb,xm,ym 6.67 B,b,Z 7.56 

Kneja 

613 

pericarp 0.89 B,H,S,V,L,a,b,Z, Ycbcr, xm,ym 0.89 B,S,b,cb,cr,xm ym 0.89 S,xm,ym 0.89 

germ 3.56 H,S,V,L,a,b,Y, Ycbcr , cr,xm,ym 3.56 H,S,a,b,cb,cr, xm, ym 3.11 H,S,b 3.56 

Kneja 

620 

pericarp 4.44 B,H,S,V,L,a,b, Z,cb,xm,ym 4.44 B,H,S,b,cb,xm,ym 4 H,S,ym 4.44 

germ 7.11 B,H,S,V,L,a,b, Z,cb,xm,ym 7.11 H,S,a,b,cb,xm,ym 7.11 H,S,b 6.67 

XM 

87/136 

pericarp 7.78 B,H,S,V,L,a,b, Z,cb,xm,ym 7.78 R,V,L,b,Y,cb, ym 7.78 b,Y,ym 7.78 

germ 12.22 B,H,S,V,L,a,b, Z,cb,xm,ym 13.33 G,L,a,b,Y,cb, ym 12.22 G,L, ym 12.22 

Ruse 

424 

pericarp 0.74 G,H,S,V,L,a,b, Y, Ycbcr, xm,ym 0.74 B,S,b,X,cb,xm,ym 1.48 B,S, ym 0.74 

germ 2.22 G,B,H,S,V,L,a,b, Z,xm,ym 1.48 G,S,L,b,cb,xm,ym 2.22 G,S,L 5.93 

26А 

pericarp 4.44 B,H,S,V,L,a,b,Z, cr , xm,ym 4.44 B,H,S,b,Z,xm, ym 4.89 B, b, ym 4.44 

germ 4 H,S,V,L,a,b,Z, Ycbcr, cb, xm,ym 3.56 B,H,V,b,Z,xm, ym 3.11 
H,V,  

ym 
2.22 
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3.2. Classification by analysis of spectral 

characteristics of diffuse reflection intensity 

and linear discrete models 
The discrete parameter models reflect the discreet 

behavior of the object only in moments that are 

multiples of the so- sampling rate (tact, 

measurement) T0. 

From obtained spectral characteristics of diffuse 

reflection intensity, it can be summarized that the 

amplitude of the coefficient of intensity S(λ ) for the 

healthy and infected grains varies greatly. In order 

to eliminate the effect of this amplitude on further 

processing, each spectral characteristic is 

normalized to its maximum value by the 

dependence: 

                 𝑆𝜆𝑛𝑜𝑟𝑚

𝑁𝑗  (𝜆
𝑖
) =

𝑆𝜆(𝜆𝑖)

𝑆
𝜆𝑚𝑎𝑥

𝑁𝑗
    ,                    (3) 

Where 𝑆𝜆𝑛𝑜𝑟𝑚

𝑁𝑗  (𝜆
𝑖
) is the normalized spectral 

characteristic of a corn grain with number 𝑁𝑗,  

j=1÷50; 

𝑆𝜆(𝜆𝑖) is value of the coefficient of intensity at 

wavelength 𝜆𝑖 , i=1÷3648;  

  𝑆𝜆𝑚𝑎𝑥

𝑁𝑗  is maximum value of the coefficient of 

intensity for a spectral characteristic of corn seed 

with number 𝑁𝑗. 

The received normalized spectral characteristic 

are not linear and could not be described with 

typical curves. Both nonparametric regression and 

parametric linear discrete models can be used to 

obtain their exact description. The main problem 

with non-parametric ones is the ability to omit 

existing non-linear relationships between variables, 

which is undesirable when demanding accurate 

quality assessment. 

Therefore, parametric mathematical models are 

preferred. Of these, the most common application is 

the ARMA and its private cases of autoregressive 

(AR) and creep model (MA), because they are not 

sophisticated and accurate enough to reproduce the 

spectral characteristics. 

The spectral characteristic of each maize grain is 

approximated by an equation of type of 

autoregression (AR) of the type: 

 

𝑆𝜆(𝑘) + 𝐴1𝑆𝜆(𝑘 − 1) + ⋯ + 𝐴𝑛𝑆𝜆(𝑘 − 𝑛) = 𝑒(𝑘)     (4) 

 

Where k  is k-th value of wavelength λ,  nm; 

  𝐴𝑖, i= (1÷10)   – coefficients of autoregressive 

model; 

  𝑆𝜆(𝑘)– coefficient of intensity for the k-th value 

of the wavelength λ; n– order of the autoregression 

model; e(k) – difference between the model and the 

real spectral characteristics for the k -th wavelength 

value λ. 

The lines of the autoregressive pattern represent 

derivatives of the corresponding order n. Most of 

the researchers in the state-of-the-art present 

spectral characteristics with derivatives - most 

commonly through first and second derivatives. 

Therefore, in this study for the representation and 

approximation of the spectral characteristics of corn 

seeds, discrete AR models are investigated. 

The n-th series of the linear discrete model, 

describing the spectral characteristics of the healthy 

class and diseased class of kernels, is analyzed and 

series of discrete model of Autoregression (AR) 

type are obtained. The results show that model 

series number is not a determining indicator for 

identification of the kernels. The 10th series of the 

model is dominating for seven varieties of corn 

kernels. That is why only the 10th series will be 

used in order to receive coefficients of the model 

from training set. Therefore ten coefficients should 

be calculated for each variety. Three cases for  A-

coefficients of the AR model are obtained and they 

are shown on Fig. 4. In the first two cases, the a) 

and b) group of healthy kernels is clearly 

distinguishable from the group of diseased kernels. 

In the third case – c) – there is an overlapping of 

class healthy and diseased. 

 

 

                                          
a)                                                b)                                                    c) 

Fig. 4. Three cases for the A-coefficients of the AR model 
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In order to formulate the identification criterion, 

the limit value of АLV should be determined 

between the two classes of kernels – healthy and 

diseased. To this end, the maximum distance ∆A 

between class healthy and class diseased should be 

calculated for each of ten calculated coefficients. 

The next step is to select the biggest distance from 

the calculated ∆A. Table 2 shows the conditions for 

decision in the three cases, for A-coefficients of the 

AR model for different varieties, and the total error 

rate evaluated using classifier by threshold value. 

𝐴𝑧𝑑𝑟_𝑚𝑖𝑛 and 𝐴𝑧𝑑𝑟_𝑚𝑎𝑥 are the minimum and 

maximum value, respectively, of the coefficient 𝐴𝑖 , 

i= (1÷10) for healthy kernels; 𝐴𝑧𝑎𝑟_𝑚𝑖𝑛 and 

𝐴𝑧𝑎𝑟_𝑚𝑎𝑥 are the minimum and maximum value of 

the coefficient 𝐴𝑖, i= (1÷10)  for the diseased 

kernels.  

As there is no clear distinction between healthy 

and diseased class in variant c), the mean values 

𝐴𝑧𝑑𝑟_𝑚𝑒𝑎𝑛 and 𝐴𝑧𝑎𝑟_𝑚𝑒𝑎𝑛 of the coefficient 𝐴𝑖 , i= 

(1÷10)  for the both classes of corn kernels should 

be determined.  

The biggest distance from calculated distances 

for the ten coefficients is chosen and it corresponds 

to the А1 coefficient. The limit value of first 

coefficient А1LV between class healthy and the 

class diseased is determined (shown on Table 3), 

thus on the grounds of the received coefficient 

variants, shown on Fig. 4, the conditions for 

identification of healthy and diseased corn kernels 

from the test set are formulated and also presented 

in Table 2.  

 

Table 2.   Conditions for decision for the A-

coefficients of the AR model for different varieties, 

and the total error rate evaluated using classifier by 

threshold value 

Seed 

Variety 

value in 

terms of 

coefficient 

A 

Condition for decision 

Total 

error 

0e
 , 

% 

Kneja 

308 
c 

If  𝐴𝑖𝑧𝑎𝑟_𝑚𝑖𝑛 ≡  𝐴𝑖𝑧𝑑𝑟_𝑚𝑎𝑥 , 

∆𝐴 =
𝐴𝑖𝑧𝑑𝑟_𝑚𝑒𝑎𝑛+ 𝐴𝑖𝑧𝑎𝑟_𝑚𝑒𝑎𝑛 

2
 

 
 

 

iif 

47.5 

Kneja 

436 
b 

If  𝐴𝑖𝑧𝑎𝑟_𝑚𝑖𝑛 >  𝐴𝑖𝑧𝑑𝑟_𝑚𝑎𝑥 ,  
∆𝐴 =  𝐴𝑖𝑧𝑎𝑟_𝑚𝑖𝑛 −  𝐴𝑖𝑧𝑑𝑟_𝑚𝑎𝑥  

2.5 

Kneja 

613 
c 

If  𝐴𝑖𝑧𝑎𝑟_𝑚𝑖𝑛 ≡  𝐴𝑖𝑧𝑑𝑟_𝑚𝑎𝑥 , 

∆𝐴 =
𝐴𝑖𝑧𝑑𝑟_𝑚𝑒𝑎𝑛+ 𝐴𝑖𝑧𝑎𝑟_𝑚𝑒𝑎𝑛 

2
 

48.7 

Kneja 

620 
c 

If  𝐴𝑖𝑧𝑎𝑟_𝑚𝑖𝑛 ≡  𝐴𝑖𝑧𝑑𝑟_𝑚𝑎𝑥 , 

∆𝐴 =
𝐴𝑖𝑧𝑑𝑟_𝑚𝑒𝑎𝑛+ 𝐴𝑖𝑧𝑎𝑟_𝑚𝑒𝑎𝑛 

2
 

21.2 

XM 

87/136 
a 

If  𝐴𝑖𝑧𝑑𝑟_𝑚𝑖𝑛 >  𝐴𝑖𝑧𝑎𝑟_𝑚𝑎𝑥 ,  
∆𝐴 =  𝐴𝑖𝑧𝑑𝑟_𝑚𝑖𝑛 −  𝐴𝑖𝑧𝑎𝑟_𝑚𝑎𝑥 

2.5 

Ruse 

424 
b 

If  𝐴𝑖𝑧𝑎𝑟_𝑚𝑖𝑛 >  𝐴𝑖𝑧𝑑𝑟_𝑚𝑎𝑥 ,  
∆𝐴 =  𝐴𝑖𝑧𝑎𝑟_𝑚𝑖𝑛 −  𝐴𝑖𝑧𝑑𝑟_𝑚𝑎𝑥 

0 

26А a 
If  𝐴𝑖𝑧𝑑𝑟_𝑚𝑖𝑛 >  𝐴𝑖𝑧𝑎𝑟_𝑚𝑎𝑥 ,  
∆𝐴 =  𝐴𝑖𝑧𝑑𝑟_𝑚𝑖𝑛 −  𝐴𝑖𝑧𝑎𝑟_𝑚𝑎𝑥 

1.2 

Table 3. Limit values between healthy and diseased 

variety 
Limit value А1LV 

 for pericarp side                                                                      

Limit value А1LV 

 for germ side                                                                      

Kneja 308 - 0.2696 - 0.2788 

Kneja 436 - 0.2168 - 0.2296 

Kneja 613 - 0.2786 - 0.2987 

Kneja 620 - 0.3792 - 0.3915 

26 А - 0.2895 - 0.3317 

ХМ 87/136 - 0.2925 - 0.2743 

Ruse 424 - 0.2812 - 0.3038 

 

The three variants of obtaining the coefficients 

𝐴𝑖 , i= (1÷10) from the AR models of Fig.4 allow 

the SVM method to be used both for linearly 

separable objects (Fig.4, a) and b)) and for non-

linearly separable ones (Fig.4, c). Therefore, the 

realization of the method is performed for both 

types of kernel functions - linear and radial-base 

function (RBF). Only input coefficients 𝐴1 are used 

as input vectors, and all the ten coefficients 

(𝐴1÷𝐴10.) are the second time. Thus, the task of 

classifying corn seeds is limited to classification 

except for one-dimensional (𝐴1) and multi-

dimensional descriptions (𝐴1÷𝐴10). 

The results from classification of test samples 

using the SVM method in both versions (RBF and 

linear) are presented in Table 4. For comparison, the 

Table 5 shows the accuracy obtained with SVM 

classifier with coefficients of AR models 𝐴1÷𝐴10, 

the classifier by threshold value and AR models and 

SVM classification with color features by Method 

Scalar Feature Ranking. It is based on the 

summarized results for healthy and infected 

(pericarp side) and for healthy and infected (germ 

side). 

The results from Table 4 show that the use of ten 

coefficients (𝐴1÷𝐴10.) for classification give higher 

results in both cases of SVM classifier as linear and 

nonlinear than only using the first coefficient (𝐴1). 
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For Kneja varieties 436, 26A, Rousse 424 and 

XM87 / 136 percent of the classification remains the 

same as using one coefficient 𝐴1 and using all 

𝐴1÷𝐴10. 

The highest percentage of recognition (100%) is 

achieved for variety XM87 / 136 using both 

methods -SVM and the threshold value 

classification for AR models. 

For Kneja 436, 26A and Rousse 424 varieties 

there is a slight decrease in classification accuracy 

when using the SVM classifier compared to 

classification by threshold value. But overall, the 

rate of recognition remains high - within the range 

of 90 ÷ 97.5%. 

For varieties with overlapping coefficient 

distributions (Kneja 308, Kneja 613 and Kneja 620), 

the application of SVM and AR models gives 

significantly better results. Classification accuracy 

increased by 20% for pericarp side of capturing and 

25% for germ side for Kneja 308 seeds; with 47.5% 

for the pericarp side and 22.5% for the germ side for 

Kneja 613; and 15% for germ side for variety Kneja 

620. For pericarp side of Kneja variety 620 - it 

remains the same (87.5%).  

The classification results are summarized in 

Fig.5 corresponding to classification of independent 

test samples of images of seeds- pericarp side and 

germ side respectively. 

 

Table 4. Results from approximating the spectral characteristics of the diffuse reflection intensity accuracy for 

test samples by SVM method  0e , %                                                                              

Classifi
er 

Type 
of 

classifi
er 

Coefficie
nts of AR 
models 

Total error 0e , % 

Kneja 308 Kneja 436 Kneja 613 Kneja 620 26А Ruse424 XM87/136 

perica
rp 

ger
m 

perica
rp 

ger
m 

perica
rp 

ger
m 

perica
rp 

ger
m 

perica
rp 

ger
m 

perica
rp 

ger
m 

perica
rp 

ger
m 

SVM 

linear 

A1 

57.5 45 10 
12.
5 

37.5 
42.
5 

27.5 55 5 2.5 5 2.5 0 0 

RBF 55 65 10 10 62.5 60 25 
22.
5 

5 2.5 5 2.5 0 0 

linear 

A1÷A10 

20 55 10 
12.
5 

35 35 12.5 15 5 7.5 5 2.5 0 0 

RBF 40 30 10 
12.
5 

12.5 15 20 25 5 5 5 2.5 0 0 

 

Table 5. Comparison between total error values using different classification methods  

 

 

Fig. 5. Comparison between total error values using different classification methods 

pericarp germ pericarp germ pericarp germ pericarp germ pericarp germ pericarp germ pericarp germ

linear 20 55 10 12.5 35 35 12.5 15 5 7.5 5 2.5 0 0

RBF 40 30 10 12.5 12.5 15 20 25 5 5 5 2.5 0 0

classifier by 

threshold 

value

linear 40 55 2.5 2.5 60 37.5 12.5 30 0 5 2.5 0 0 0

SVM with 

SFR
RBF 3.11 3.11 4.44 6.67 0.89 3.11 4 7.11 4.89 3.11 1.48 2.22 7.78 12.22

Ruse424 XM87/136
Classifier

Type of 

classifier

Total error

, %

Kneja 308 Kneja 436 Kneja 613 Kneja 620 26А

SVM 

A1÷A10

0e
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There are compared results from classification by 

color analysis and SVM algorithms, and spectral 

analysis classification including AR models with 

SVM and threshold value classifiers. It can be seen 

that total error rate varies widely within for 

classification of spectra data for all varieties, 

whereas for classification of color images it retains 

close values both for pericarp side and for the germ 

side. There are two varieties which differ as  XM87 

/ 136 reaches highest percentage of recognition 

(100%) or 0% total error rate in classification based 

on spectra data, so variety Kneja 613 reaches very 

high total error of 12-60% using spectra data, while 

significantly lower values 0.89% using color 

analysis.  

 

 

4 Conclusion 
Comparing obtained results for color image 

analysis it has been found that in terms of the 

minimum total average error for all varieties best 

results gives the Support Vector Machine classifier 

using features derived through the Scalar Feature 

Ranking method. It is resulting in the range of 0.9-

12.2 % according to the side of image capturing and 

variety. 

In regard to spectra data technique where the 

coefficients of linear parametric models of discrete 

type Autoregresion (AR) were analyzed, and 

identification criterion is based on the limit value of 

АLV between the class healthy and class infected 

seeds, so the maximum distance between the two 

classes - ΔA for the 10th order of AR-model is used 

to determine the limit value. It can be concluded that 

combining AR models and SVM classifiers, and 

using all ten coefficients of AR models gives a 

higher recognition rate for all varieties. Regardless 

of the improved SVM classifiers, accuracy of 

classification using spectral data for some varieties 

is still not satisfactory.  

The presented results show that total error rate 

varies widely within for classification of spectra 

data for all varieties (0÷65%), whereas for 

classification of color images it retains close values 

(0.7÷13.3%) both for pericarp side and for the germ 

side. 
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